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Abstract— Content-based Image Retrieval (CBIR) is the 

problem of searching for digital images by analyzing the actual 

contents of the image rather than the structured (metadata) or 

unstructured text annotations associated with the image. In 

medical imaging, CBIR is being applied to support educational 

activities, research studies and even the clinical decision making 

process itself. In one hand this article gives an introduction to 

generic content-based image retrieval, its related technologies, 

standards and its future directions (e.g. Cloud computing). On 

the other hand, the paper describes an example CBIR 

application in the medical domain.  The design of a CBIR-based 

computer-aided diagnosis system for Confocal Laser 

Endomicroscopy (CLE) images is described.  

 
Index Terms— Medical image search, CBIR, multimedia, 

images, metadata, search and retrieval, standard, MPEG, 

JPEG, MPQF, JPSearch, query format, cloud computing. 

 
Resumen: La búsqueda de imágenes por el contenido (CBIR) 

analiza la imagen propiamente dicha y no los metadatos o 

anotaciones texturales. En imágenes medicas, el CBIR esta 

siendo aplicado para apoyar las actividades educativas, estudios 

de investigación e incluso el proceso de tomas de decisiones 

clínicas. Este  artículo ofrece una introducción al CBIR, a sus 

normas tecnológicas y sus posibles desarrollos futuros  (por 

ejemplo, la computación de nube). El documento describe un 

ejemplo de aplicación  CBIR en el ámbito médico. Se describe  

el diseño de un sistema de diagnóstico basado en CBIR asistido 

por ordenador para imágenes de endomicroscopia Laser 

Confocal (CLE). 

 

Índice de términos- búsqueda de imágenes médicas, CBIR, 

multimedia, imágenes, metadatos, búsqueda y recuperación de 

información, estándar, MPEG, JPEG, MPQF, JPSearch, 

formato de consulta, computación en la nube.  

I. INTRODUCTION 

ONTENT-BASED Image Retrieval (CBIR) is the 

problem of searching for digital images in large 

databases by considering the actual contents of the image 

rather than the metadata such as keywords, tags, and/or 
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descriptions associated with the image [1]. CBIR extends 

traditional Information Retrieval (IR) approaches to digital 

image search by incorporating into the process information 

which can only be obtained by directly analyzing the 

image’s pixel values. Processing this information requires 

extracting and representing the visual features of the image 

in a structured way, a step which is accomplished through 

the application of Computer Vision techniques. This paper 

gives an introduction to CBIR, its related technologies and 

standards (e.g. MPEG Query Format) and its future 

directions. Regarding future trends, the paper explores the 

opportunities that Cloud computing offers to CBIR 

processing. CBIR systems pose a computational challenge in 

terms of scalability and real-time performance.  Large scale 

CBIR processing falls within the boundaries of what is 

currently known as Big Data, thus making traditional 

methods useless. Solutions to this problem could benefit 

from the usage of a large number of computers (a cluster) 

and using frameworks such as MapReduce [7]. On the other 

hand this paper describes an example CBIR system in the 

medical domain. The design of a case-based computer-aided 

diagnosis system that assists physicians and other medical 

personnel in the interpretation of optical biopsies obtained 

through Confocal Laser Endomicroscopy is described. An 

optical biopsy (OB) [2][3] is a non-intrusive optic diagnosis 

method, capable to analyze the tissue in surface and in 

deepness using laser, OCT, infrared, fluorescence, 

spectroscopy or other methods. This means that it is not 

necessary to extract the tissue from the body. The example 

system focuses on OB obtained through confocal laser 

endomicroscopy (CLE). CLE is a confocal microscopy that 

obtains histological images closer to the field of pathologists 

than endoscopists. It is therefore reasonable the lack of 

confidence on their interpretation. To solve the problem 

without the need of teleconsultation with a pathologist, the 

endoscopists could consult a medical images search system 

such as the one described in this paper. The system enables 

retrieving information about precedent diagnostics by 

providing an example OB image for CBIR, by using 

keywords, or by filtering different fields for structured 

retrieval.  

II. CBIR PROCESS 

A. Image processing and analysis 

CBIR systems involve many different techniques at several 

stages in the indexing and retrieval workflow. The first and 

probably the more challenging task consists of extracting the 

vector of discriminant visual features (e.g. color histogram, 
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shape boundaries, particles count, etc.) which will be 

indexed for every image in the database. Early works on 

CBIR were traditionally based on computing color, shape, 

and texture based features from images, allowing only 

evaluating the visual similarity of images in a very generic 

way. Later approaches for CBIR extract more sophisticated 

descriptors such as point based features (e.g. the Scale 

Invariant Feature Transform, SIFT [19]). The set of selected 

visual features to be extracted depends on the application 

scenario, as the concept of “visual similarity” is not absolute 

but relative to the goals of the application. In medical 

applications, the selected set of visual features tend to be 

very specific, in order to capture the particular visual treats 

which are relevant from a diagnosis point of view. The 

visual feature extraction task is commonly performed 

through three different steps: 

 

1) Image preprocessing: Facilitates the analysis step by 

removing expendable information (e.g. noise) and 

reducing computation costs (e.g. downscaling). Usual 

preprocessing techniques are various forms of histogram 

manipulation (e.g. normalization and equalization), 

filtering (e.g. gaussian blur, Sobel operator for edge 

detection, etc.) and downscaling. 

 

2) Image segmentation: Partition the image into two or more 

sets of disjoint pixels, usually represented by filling 

them with a different color, thus creating homogeneous 

(and disjoint) areas. An important particular case is 

binary segmentation, where one splits pixels only into 

foreground (the objects of interest) and background 

(which surrounds these objects). In binary segmentation, 

the detected objects are sometimes called particles. 

Popular segmentation techniques are thresholding, 

which assigns pixels to classes depending solely on their 

grey value, not on their spatial position, histogram-

based (e.g. Otsu's thresholding), region growing 

methods (e.g. watershedding). 

 

3) Feature extraction: The results of the segmentation step 

must be further analyzed to obtain numerical values 

which capture the particular morphology of the different 

particles or regions and their boundaries. Example 

features could be the number of particles, their solidity, 

roundness, etc. and the mean and deviation of the 

different values.  

 

A popular software for image processing and analysis 

tasks is ImageJ. ImageJ is written in Java and open source. It 

provides an API and a GUI. 

 

B. Indexing and retrieval 

Once we have the feature vectors of all the images in the 

database we need to decide 1) how to store them efficiently, 

and 2) how to, given the feature vector of an example image, 

retrieve the most “similar” images in the database. 

“Similarity” in this context is formalized as a distance 

function. A distance function or metric is a function which, 

according to a specific set of rules, provides a particular way 

of measuring how “close to” or “far away from” two 

elements of some space are. In a CBIR system, a distance 

function has to be selected to compute the dissimilarity 

between the feature vector of the query image and the 

feature vectors of the images in the database. Once a 

distance function has been selected, we need to solve the 

problem of finding the images with a minimum distance to a 

given example image. This is a particular case of the nearest 

neighbor (NN) problem. A naive way for this problem is as 

follows: given a query q, compute the distance from q to 

each feature vector in the database, and report the point with 

the minimum distance. This linear scan approach has linear 

complexity time (Θ(dn)). This approach is infeasible, as is 

not scalable in practical settings (e.g. Flickr has over 4 

billion images [20]). Instead of doing exact nearest neighbor 

search through linear scan, a faster indexing method with 

sublinear (o(n)), logarithmic (O(log n|)) or even constant 

(O(1)) time is required. Over the past decade, a new type of 

techniques known as the approximate nearest neighbor 

(ANN) have been developed for large scale CBIR 

applications. Techniques for solving the approximate nearest 

neighbor problem include many tree-based methods and also 

the recently popular hashing based approach, which can 

reach constant query time. Locality Sensitive Hashing (LSH) 

[21] is arguably the most popular unsupervised hashing 

methods in CBIR. Another effective method called Spectral 

Hashing (SH) was proposed recently by Weiss et al. [22]. 

C. Image classification 

A CBIR system does not require an image classification 

step. However, sometimes the extracted low-level features 

can be automatically interpreted to infer a high level 

classification of the images. This classification can serve to 

annotate the images with semantic metadata, thus enabling 

advanced querying capabilities. When classification is the 

only goal, for instance for automatic diagnosis in medicine, 

then we do not talk about CBIR but only about Computer 

Vision.  

 Classification can be performed through many different 

ways (e.g. by manually designing a decision tree), but it’s 

normally systematized through the usage of supervised 

learning methods. Supervised learning is the machine 

learning task of inferring a function from supervised 

(labeled) training data. A wide range of supervised learning 

algorithms is available, each with its strengths and 

weaknesses (bias-variance tradeoff, complexity, etc.). 

Popular learning algorithms are Support Vector Machines 

(SVM), linear regression, logistic regression, naive Bayes, 

linear discriminant analysis, decision trees, k-nearest 

neighbor algorithm, and Neural Networks. A popular 

software for classification tasks is Weka (Waikato 

Environment for Knowledge Analysis). Weka is written in 

Java and available under the GNU General Public License.  
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Figure 1. Weka - Main GUI appearance 

 

D. Performance evaluation 

The final result of a CBIR system is a collection of result 

items (normally but not necessarily images) for a given user 

query. Queries are formal statements capturing user’s 

information needs, and several objects may match the query 

with different degrees of relevancy. As relevancy is 

subjective, all common performance measures assume a 

ground truth notion of relevancy: every document in the 

evaluation data set is known to be either relevant or non-

relevant to a particular query. When evaluating an 

Information Retrieval (IR) system one must notice that it is 

in fact a particular case of a classification system in which 

there are only two classes, the objects that match the query 

and the objects that do not match the query. In a 

classification system evaluation we call positive of a class C 

those retrieved objects which belong to that class and 

negative of a class C those retrieved objects which belong to 

other classes. In order to evaluate a classification system we 

compare the classification results (the predicted classes) 

against the actual classes of the test set. This comparison is 

visualized through a confusion matrix (a.k.a contingency 

table or error matrix). Each column of the matrix represents 

the instances in a predicted class, while each row represents 

the instances in an actual class. The table reports, for a given 

class, the number of false positives (objects which the 

algorithm has erroneously assigned to the class), false 

negatives (objects which belong to the class but the 

algorithm has erroneously assigned to other classes), true 

positives (objects that the algorithm has correctly assigned to 

the class), and true negatives (objects which do not belong 

to the class and the algorithm has correctly assigned to other 

classes). There are several statistical measures which operate 

over these values to express how well the classification has 

performed. Intuitively, accuracy should be enough: 

 

.falseNegvestrueNegatiivesfalsePositvestruePositi
vestrueNegativestruePositi

C
accuracy






 

Accuracy is the proportion of correct results (both true 

positives and true negatives) for a given class. However, if 

the size of the classes is unbalanced (e.g. one class 

containing almost all the objects) then the accuracy paradox 

states that this measure becomes useless, as we would 

probably be more interested in the classification success  for 

the smaller class without considering the overall results. For 

instance, when classify images of a certain tissue into 

“normal” and “malignant”, if we classify all as “normal” we 

will obtain a good accuracy.  So, in general is better to avoid 

the accuracy metric in favor of other metrics such as 

precision and recall, or the compact F-measure among 

others:   
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In a IR system, in which we only have two classes 

(“matching” and “not matching”) we are normally interested 

in evaluating only the “matching” class, thus when we talk 

about positives we refer to the matching or retrieved objects 

and negatives to the non retrieved objects.  

E. Standards supporting CBIR 

The need for any standard which is basically an agreement 

between interested parties comes from an essential 

requirement: interoperability. Standardization in the area of 

content retrieval architectures is essential for decoupling the 

different system components and for facilitating the 

deployment of distributed repositories. There are two main 

areas related with CBIR in which standardization has a 

relevant role, visual descriptors and query languages.  

Regarding visual descriptors, the more relevant initiatives 

have been lead by the ISO/IEC JTC1 SC29/WG11 group 

(Moving Picture Experts Group, MPEG). The MPEG-7 

standard (ISO/IEC 15938-x) specifies several visual 

descriptors in XML format such as the Color Layout 

Descriptor (CLD) or the Scalable Color Descriptor (SCD). 

Recently, MPEG has initiated an standardization activity to 

specify Compact Descriptors for Visual Search (CDVS).  

Regarding the standardization of an unified query 

language, two different ISO working groups have developed 

standards which extend traditional query languages with 

CBIR functionalities. In one hand, ISO JTC 1/SC 32/WG4 

(SQL/Multimedia and application packages group) has 

developed the ISO/IEC 13249 (SQL Multimedia) standard, 

which defines a number of packages of generic data types 

common to various kinds of data used in multimedia and 

application areas, to enable that data to be stored and 

manipulated in an SQL database. On the other hand, MPEG 

has developed the ISO/IEC 15938-12:2008 [15][16][17] 

(MPEG Query Format or MPQF). MPQF is an XML-based 

query language that defines the format of queries and replies 

to be interchanged between clients and servers in a 

distributed multimedia information search-and-retrieval 

context. MPQF is an XML-based in the sense that all MPQF 

instances (queries and responses) must be XML documents. 

One of the key features of MPQF is that it is designed for 

expressing queries combining the expressive style of 

Information Retrieval (IR) systems (e.g. query-by-example 

and query-by-keywords) with the expressive style of XML 

Data Retrieval (DR) systems (e.g. XQuery), embracing a 

broad range of ways of expressing user information needs.  

In ISO/IEC 15938-12:2008, the CBIR criteria can be 

formulated in several different ways.  The CBIR’s query-by-

example technique relies in expressing user information with 

one or more example digital objects (e.g. an image file). 

Low-level features description instead of the example object 

bit stream is also considered query-by-example, in MPQF 

these two situations are differentiated, naming 
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QueryByMedia to the first case (the digital media itself) and 

QueryByDescription the second one. In the first case is the 

query processor who decides which features to extract and 

use, and in the second case is the requester who perform the 

feature extraction and selection. The MPQF’s 

QueryByMedia type offers multiple possibilities to refer to 

the example media, as just including the media identifier (a 

locator such as an URL pointing to an external or internal 

resource) or directly embedding the image bit stream in 

Base64 encoding within the XML Query (see example in 

Code 1). 

 

<MpegQuery> 

  <Query> 

   <Input> 

      <QueryCondition> 

          <TargetMediaType>image/jpeg</TargetMediaType> 

          <Condition xsi:type="QueryByMedia"> 

            <MediaResource xsi:type="MediaResourceType"> 

              <MediaResource> 

                <InlineMedia type="image/jpeg"> 

                  <MediaData64>R0lGODlhDw…</MediaData64> 

                </InlineMedia> 

              </MediaResource> 

            </MediaResource> 

         </Condition> 

      </QueryCondition> 

    </Input> 

  </Query> 

</MpegQuery> 

Code 1: QueryByMedia example 

 

When the QueryByMedia type is used, it is up to the query 

processor to extract the proper low-level features to perform 

a similarity search over the index. MPQF does not specify 

which parameters or algorithms must be applied. In our case 

image analysis automatic extraction is done whenever 

possible. The other way to express a CBIR condition in 

MPQF is the QueryByDescription type. While the 

QueryByMedia query type uses a media sample such as 

image as a key for search, QueryByDescription allows 

querying on the basis of an XML-based description. 

 

III. CBIR ON CLOUD COMPUTING 

A. CBIR’s increased computational demands 

CBIR technologies offer many advantages over purely 

text-based image search. However, one of the problems 

associated with CBIR is the increased computational cost 

arising from tasks such as image processing and analysis or 

pattern recognition. Consequently CBIR systems pose a 

challenge both in terms of scalability and real-time 

performance. In one hand, real-time performance is usually 

approached with algorithmic optimizations and hardware 

support.  The use of hardware platforms with parallel 

processing is now generally accepted as necessary to support 

real-time image analysis applications [4]. On the other hand, 

scalability of CBIR systems has become a popular topic 

nowadays as the amount of community-contributed digital 

images such as photos and videos has drastically increased 

due to the proliferation of digital cameras first, and 

smartphones later, along with the success of Web 2.0 

applications. For instance, according to [5], more than 500 

billion digital photos are taken each year, which, on average, 

cover the equivalent of the total surface area of all cities on 

the planet at least once per year [6]. A significant part of 

these visual data becomes publicly available through social 

networking sites, blogs, microblogging sites, wikis, photo 

and video sharing sites, and folksonomies, often 

accompanied by explicit structured (e.g. geo-location, 

timestamps and other EXIF fields) and unstructured text 

annotations. These data is continuously uploaded, thus 

constituting a mighty multimedia stream which requires 

capabilities that go beyond the traditional ‘compute and 

storage’ paradigm and fall within the “Big-Data” territory. 

Hence, a distributed stream processing system is necessary 

to capture, filter and analyze the image and metadata stream 

to enable effective, incremental classification, and 

knowledge analysis. The topic of dealing with images with 

Big-Data constraints is known as “large scale image 

processing”. 

 

B. Cloud computing supporting CBIR 

Cloud computing is a general term for encompassing 

technologies that provide computation, software and data 

storage without requiring end-user knowledge of the 

component devices or infrastructure required to provide the 

service. These technologies typically involve provisioning of 

dynamically scalable and often virtualized resources. 

Besides some popular end-user applications mainly related 

with storage (e.g. Dropbox) or web desktops (e.g. eyeOS), 

cloud computing can be a solution for problems with high 

computational demands. These problems could benefit from 

being processed across huge datasets using a large number 

of computers (nodes), collectively referred to as a cluster (if 

all nodes use the same hardware) or a grid (if the nodes use 

different hardware) using frameworks such as MapReduce 

[7] and its popular open source implementation, Hadoop [8]. 

Some recent works state that Cloud computing can be good 

alternative to the usage of some popular CBIR libraries such 

as LIRe [9], which are not designed to deal with Big-Data. 

In [10] authors take a the problem of finding approximate 

nearest neighbors for a repository of over one billion images, 

and perform clustering based on these results. Authors 

introduce a parallel version of a state of art approximate 

nearest neighbor search algorithm, known as spill trees. In 

[11] authors present NIR, an open source cloud computing 

enabled content based image retrieval system. NIR is based 

in Nutch, a Cloud-based text search engine framework which 

in turn based on Hadoop. Another Cloud-based API for 

CBIR (in this case only for image processing tasks) is HIPI 

[12], the open-source Hadoop Image Processing Interface 

(HIPI). This API aims to create an interface for computer 

vision with MapReduce technology, abstracting the highly 

technical details of Hadoop. A direct usage of Hadoop for 

CBIR development is inconvenient, as, for instance, it would 

involve significant overhead to obtain standard float image 

representation (assumed to have values in the range [0..1]). 

Besides, distributing the image dataset to a set of Map nodes 

would require passing the images as a String, then decode 

each image in each map task before being able to do access 

pixel information. HIPI provides its Image Bundle data type 

as input, and distributes images in the HIPI Image Bundle 

across all map nodes. The distribution attempts maximize 
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locality between the mapper machines and the machine 

where the image resides. The HIPI Image Bundle data type 

stores many images in one large file so that MapReduce jobs 

can be performed more efficiently. A HIPI Image Bundle 

consists of two files: a data file containing concatenated 

images and an index file containing information about the 

offsets of images in the data file. 

IV. AN EXAMPLE MEDICAL CBIR SYSTEM. OPTICAL 

BIOPSY RETRIEVAL  

A. System's architecture overview 

We have designed an optical biopsy retrieval system 

which will allow endoscopists navigating and searching over 

a CLE image database. Endoscopists will be able to refine 

their search results by selecting a representative image (the 

example) and using it to submit a new query based on the 

selected example. This way an endoscopist can gain 

diagnostic confidence for situations in which the 

teleconsultation with a pathologist is not feasible. The 

overall functionality of the system is divided in the following 

independent tasks (see Figure 2): 
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Figure 2. Overall architecture of the Optical Biopsy 

Retrieval System 

 

- Module I: Image processing and analysis: Applied to the 

offline extraction of low-level metadata from the images 

in the database, and also to the on-the-fly extraction of 

the same metadata from an example image submitted by 

a user as a query. 

- Module II: CBIR index construction: Generation of an 

index for query-by-example search. Implies the design 

of feature vectors and also the selection of a similarity 

function. 

- Module III: MPEG Query Format Interpreter: In order to 

effectively ensure interoperability with potential third-

party applications. The system provides a standard 

interface based on ISO/IEC 15938-12:2008 (MPEG 

Query Format, MPQF). 

- Module IV: Search Engine Framework: General query 

processor capable of solving text-based queries, CBIR 

queries and also combinations of both. 

B. Image processing 

In order to extract the necessary low-level features, the 

OB image must be simplified (preprocessed) and then 

analyzed. Preprocessing basically consists on image 

normalization (to minimize light in homogeneities caused by 

laser light source) that included several steps (enhanced 

contrast, equalization, etc.) and grey level reduction as seen 

in Figure 3. 

 

 

 
Figure 3. Preprocessing of original images (top). Results 

in the bottom line 

 

C. Image segmentation 

Once the image has been simplified, it should be 

segmented into sets of disjoint pixels. There are many ways 

of doing this, but here we have applied the following 

algorithms: 

 

1) The Local Binary Pattern (LBP) [13] operator (A gray-

scale invariant texture measure derived from a general 

definition of texture in a local neighborhood). The process 

included (a) Integration: On each pixel, we calculated an 

array of bits of 0 and 1 comparing the original pixel value 

and its neighbors in a certain radius. (b) Decision maker: 

The array values are summed up. The higher lbpSum for a 

pixel indicated more likely to be the center of one of the big 

black areas (Figure 3).  

2) The modified density-based DBSCAN algorithm, 

highlighted the various crypts and their boundaries.  

With the lbpSum value for every pixel, we apply a 

clustering algorithm to cluster to a certain crypt. In the 

clustering process we used a modified density-based 

DBSCAN algorithm originally proposed in [14]. See Figure 

4. 

 

 

 
Figure 4. Clustering for gland identification. Normal (left) 

and hiperplastic glands (right). 

 

Once the image has been segmented we can start the next 

step, feature extraction. This stem consists on extracting and 

measure certain features such as the silhouette coefficient, 

the crypt compactness, the crypt roundness or the inter-crypt 

distance. Figure 5 shows an example feature vector extracted 

from a CLE image from a normal tissue. 
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Figure 5. Example feature vector 

 

D. Image indexing and retrieval 

Apart from the automatic extraction of low-level metadata, 

we still need to design a similarity function in order to 

retrieve similar images to a given one. This similarity 

function operates over a vector of selected features, whose 

composition determines which is the nature of the similarity 

being considered (similarity is relative in a multidimensional 

space). Before a similarity measure is computed over the 

feature vector, the vector should be normalized. We have 

applied linear scaling unit range normalization. We have 

tested several similarity measures, such as the euclidian 

distance, the manhattan distance or the quadratic-form 

distance. The results of the tests showed that the manhattan 

and the euclidian distance, in combination with the linear 

scaling unit range normalization, provide the better 

performance. 

 

E. MPEG Query Format Interpreter 

In order to effectively ensure the interoperability of the 

system, or any of its modules, with potential third-party 

applications, we rely on the usage of a standard query 

interface based on ISO/IEC 15938-12:2008 (MPEG Query 

Format or MPQF).  

 

E. Search Engine Framework 

Once the user information needs have been formalized as 

an MPQF input query, it is received at the system and 

processed by the MPQF Interpreter. The MPQF Interpreter 

translates the query into calls to another pluggable module, 

the Search Engine Framework, which is responsible of 

processing the different types of conditions present in a 

query, i.e. text-based queries, CBIR queries or combinations 

of both. This design pursues decoupling from the system a 

functionality which can be implemented by existing 

information retrieval libraries and databases. The goal is to 

delegate the evaluation of the query condition tree and the 

text-based conditions to third-party software which should 

be also capable to interoperate with our CBIR modules.  

In our implementation of the proposed architecture, we 

have selected Apache Lucene [18] to play the role of the 

Search Engine Framework. Lucene is a high-performance, 

full-featured text search engine library developed by The 

Apache Software Foundation. Since it uses its own 

optimized index of documents, every CLE image has to be 

transformed into a Lucene Document and indexed before 

any search can be conducted. Lucene is essentially a text 

search engine, it does not natively accept CBIR Queries, but 

we have been able to extend it with our own CBIR modules 

while preserving its capability to orchestrate boolean 

condition trees.  

 

F. Graphical user interface 

Figure 6 shows a screenshot of the basic view of the 

system’s GUI. The provided interface allows users 

navigating and searching over the optical biopsy image 

database. Users are able to retrieve information about 

precedent diagnostics by providing an example OB image, 

by using keywords, or by filtering different fields for 

structured retrieval.  

 

 
Figure 6. Web interface of the Optical Biopsy Retrieval 

System 

 

The GUI also allows users performing certain operations 

over selected OBs, such as cropping, zooming/scrolling, 

annotating ROIs, highlighting crypts, etc. Figure 7 shows a 

screenshot of the highlighting crypts view. 

V. CONCLUSION 

The present paper provides an introduction to CBIR, its 

related technologies, standards and its future directions (e.g. 

Cloud computing). As an example, the paper describes an 

example CBIR application in the medical domain. An 

optical biopsy retrieval system based on the query-by-

example paradigm and the multimedia standard ISO-15938-

12:2008 is described. The system allows users retrieving 

information about precedent diagnostics by providing an 
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example OB image for content based image retrieval 

(CBIR), by using keywords, or by filtering different fields 

for structured retrieval. The usage of the system could speed 

up medical diagnostic knowledge regarding novel 

technologies. This is the case of OB that is carried out by 

clinicians (endoscopists) while is based on microscopic 

morphology of the tissue, a domain specific of the surgical 

pathology.  

 
Figure 7. Web interface of the Optical Biopsy Retrieval 

System 
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